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Abstract. Cellular Automata Transform is an altermative tool for image and
signal processing like Fourier or Wavelet transforms. From the big number of

transformation bases that can be generated using this method is possible to find

the one more accurate for the problem in question that when using previous
transforms. The present paper deals with an efficient basis selection criterion

measured though the entropy of the transformed coefficients in an application
like image compression.

1 Introduction

Cellular Automata are dynamical systems in which space and time are discrete. They
were presented for the first time by von Neumann and Ulam [1] and had been
progressively used in modeling a great variety of dynamic systems in diverse

applications [2]. Like former transforms as Fourier or Wavelet, the Cellular Automata

Transform (CAT) finds a practical application in digital image processing like

compression, noise filtering or edge detection.

The theory behind this transform and its applications has been exposed by von

Neumann and Lafe [1],[2]. According to them, there are a set of parameters involved
in obtaining a single CAT basis. These are: the space dimension (one dimensional D

= 1 or two dimensional D = 2), the size of the basis (M), the starting initial state, also
called cellular automaton that can be presented as a vector in D = 1 or as a N x M

matrix in D = 2.

Other parameters are the evolution time (T > 0), the number of states each cell can
take (K > 2), the rule number according to which the initial state will evolve (RM), the

number of neighbors considered in the evolution (m), the Class (=1 in case 7= N and

Class = 2 in case T > N), and the Type of linear development for the obtained
evolution in order to calculate the basis. See equation 4 for an example.

All parameters and their values for the experiments in this paper are listed in table I
and II. In general, their amount and variability range allows obtaining a huge number
of bases and, among these, the one which fits better to the problem in question than

when using other transforms.
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Fig. 5 a) Magnetic resonance image (T1slice). 256×256 pixels and 8 bpp.
b) reconstructed image after being compacted PSNR= 27.1 dB,
TC = 0.77 bpp (CR = 10.3

Figures 4 and 5 show two images compressed using base named (IS = 12) in table IV.

The images are 256x256 pixels and 8 bpp. The compression rates obtained are

between 10 and 20 times, keeping the PSNR bigger then 25 dB, what is acceptable for

processing medical images.
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